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AI systems covered by product safety

AI systems listed Annex III covering the following areas:

a)	 AI system intended as 
safety component of 
product

Safety component or 
product is required to 
undergo third-party 
conformity assessment

OR

b)	 AI system is a product 
covered by harmonisation 
legislation listed in Annex I

&

Biometrics

Access to essential 
services and benefits

Education and 
vocational training

Migration, asylum 
and border control 

management

Critical 
infrastructure

Law enforcement

Employment, 
workers’ 

management 
and access to 
employment

Administration 
of justice and 
democratic 
processes

EXCEPT where AI systems are intended to: BUT NO EXCEPTION 
where AI systems 
perform profiling of 
individuals

	� Perform a narrow procedural task
	� Improve result of previously 

completed human activity

	� Detect decision-making patterns 
without replacing or influencing 
previous human assessment

	� Perform a preparatory task


